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Ilocmanosexka npoonemu. Cunte3 wmosneHns (TTS, text-to-speech) — TexHosoris, MmO
MEPEBOIUTh TEKCT y IITYYHO 3T€HEPOBAaHUU rojoc, HaOmmxkeHuil a0 mpupoaHoro. CywacHi TTS
BUKOPHCTOBYIOTbCS B ToNoCOBUX acucteHtax (Siri, Alexa, Google Assistant) Ta g0CTymHHX
TEXHOJIOTISIX JUISI KOPUCTYBauiB 13 BaJlaMu 30py. 3aBISIKM PO3BUTKY TIIMOOKOTO HABUAHHSI 3’ SIBUIIACS
JIBa OCHOBHI MiAXOAU: TpaHC(hopMmepu Ta reHepatuBHi 3maranbHi Mepexi (GAN). Tpancopmepu,
cnodatky ycmimHi B NLP, 3apa3 BHKOPUCTOBYIOTH Ul MOJACTIOBAHHS MOCIIJOBHOCTEH CHMBOJIB
abo ¢oHeM 3 TOBrorepMiHOBUMH 3asIeKHOCTSIMH [1]. GAN, 1m0 3100y1H MOMYJISPHICT y TeHeparii
300pakeHb, TENep aJanToBaHi IS ayJlio — FTeHepaTop CTBOPIOE CUTHAI, a TUCKPUMIHATOP TIEpeBipsie
foro peamictuuHicTh [2]. OOHIBA MiIXOAM BAXIUBI JUIS AOCATHEHHS HAaTypaJbHOTO i BUPA3HOTO
CHHTE30BaHOT'O MOBJICHHS, X0Ua KOJKEH Ma€ CBOT CHJIbHI Ta CJIa0Ki CTOPOHHU.

Mema Oocnioxncenna. Metoro poboTH € TOPIBHsUIBHUM aHaniz TpaHchopmepHux i GAN-
MiAXOMIB Y CHUCTEMax CHHTE3y MOBJICHHS. 30KpeMa, JOCIHIDKEHHS CIPSMOBAHE HA BHUSBICHHS
KITIOUOBHX XapaKTePUCTHK IIMX MOJENeH, iX BIAMIHHOCTEW, mepeBar i HEMOJIKIB MpU TeHepauii
MOBJICHHS, @ TAKO)K BU3HAYCHHSI IUISIX1B MTOJIOJIAaHHS HAsIBHUX MPOOJeM 000X MiIXO/iB.

Pesynomamu oocnioxycennsn. OTxe, y cydacHux cuctemax TTS crmocTepiraloThCsi HACTYIHI
0COOJIMBOCTI:

1. Apxitekrypa: Transformer-moneni mis TTS BHKOPHCTOBYIOTh MEXaHi3M 0aratoroioBoi
caMoyBard, 1o J03BoJisi€ e(pEeKTUBHO MOJIEIIOBATH JOBTOTEPMIHOBI 3aJIe)KHOCTI B TMOCIIJOBHOCTI
TEKCTY Ta 3/IHCHIOBATH O0YMCIICHHS MapajesbHo [1]. 3aMiHUBIIN peKypeHTHI Mepexi Tacotron2 Ha
caMmoyBary, Iepiia TpaHchopMepHa T 1S-monens ycyHyda JBI TOJIOBHI MPOOJIEMH: HHU3BKY
mBuakoairo RNN mig yac HaB4aHHS Ta T€HEPYBAaHHS, a TAaKOXK TPYIHOII MOJEIIOBAHHS JAJEKUX
sanexxHocrel [1]. Hatomicte GAN-Tiaxia 6a3yeThcsi Ha 3MarajabHOMY HaBYaHHI: MOJIETIb-TEeHEPATOP
TeHepy€e aynioCUTHay (HANpHKIaJ, MOBJICHHEBHH criekTporpam abo Oe3nocepefHbo XBUIIIO), a
MOJIeITb-IUCKPUMIHATOp HAMara€ThCsl BIJIPI3HUTH 3r€HEPOBAHE MOBJICHHS BiJ CIPaBXHBOTO Ta
MepeBipsi€ BiIMOBIIHICTh MOBJICHHS 33JTAaHOMY TEKCTY [2].

2. Sxicte cuHTe3y: OOuaBa MIAXOMM 3JaTHI TE€HEPYBAaTH BHCOKO HaTypajJbHUW TOJOC.
Transformer-apxiTekTypH y HO€IHAHHI 3 TOTY>KHUMH BOKOZIEPaMH JIEMOHCTPYIOTh SIKiCTh, OJU3bKY
JI0 JFOACHKOI: Tak, moxenb Transformer TTS mocsrna cepeanpoi ominku MOS = 4,39, mo maiixe
NOpiBHIOE KOCTI kuBOi MoBH (4,44) [1]. GAN-6a30BaHi CHCTEMHU TaKOX TOCITIA aHAJIOTIYHOTO
piBus mpupoxanocti. 3okpema, momens GAN-TTS (DeepMind) renepye MOBICHHS 3 BHCOKOIO
JIOCTOBIPHICTIO Ta HATYyPaJbHICTIO, IOPIBHSHOIO 3 HAMKPAIIUMU aBTOPETPECUBHUMHU TTiaXomamu [2].
Cyuacui GAN-okomepu (mampukian, HiFi-GAN) s3marni BigrBoproBatu 22,05 xI'm aymio
MPAKTUYHO CTYIIHHOT SKOCTI — 3a Cy0’€KTHBHHMHM OIlIHKAMH, SKICTh Maike HE BIAPI3HIETHCS Bij
ronchkoi [3]. TakuM 4MHOM, TIPU IOCTAaTHROMY HaBYaHHI OOHJIBA MiIX0OIHU 3a0€3MeUyIOTh TPUPOIHE
3BYYaHHS BHXiTHOI MOBH.

3. IlponmyxtuBHicTh: TpaHchopMepu  AO3BONSIIOTH HPUCKOPUTH  CHUHTE3.  3aBASKU
napaJieNibHiii 00poOIi MOCIIIOBHOCTI, HEroysocoBi (Non-autoregressive) tpanchopmepHi Mozedi
yCyBalOTh TOKPOKOBe reHepyBaHHs, mnpuramanne RNN. Hampuknan, wmomens FastSpeech
3anpoaamia npsmuii (feed-forward) Transformer 3 mporHo3yBaHHSIM TPUBAIOCTEH, IO JAJIO0 3MOTY
TeHEPYBaTH MeJI-CIIeKTporpaMy B 38 pasiB MIBUIIEC Y MOPIBHSAHHI 3 aBTOPETPECUBHUM aHAJIOTOM,
npu 1poMy 30epiraroud sIKiCTh Ta YCYBAalOYH ITOMWJIKH TPOIYyCKiB/moBTOpiB ciiB [4]. GAN-
BOKOJICpY TaKOXK Ha/I3BUYAWHO e()EeKTUBHI: TeHeparop (GOpMye BECh aydiOCUTHAN MapalieIbHO, 10
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3a0e3neuye peanpHuil yac abo mBuame. Monens HiFi-GAN, Hanpukiaj, cUHTE3y€e MOBJICHHS
6unpmI HiXK y 160 pazi mBuame 3a peanbHuil yac Ha GPU [3]. Ha BiaMiHy Bia aBTOperpecUBHUX
WaveNet-BokonepiB, 1mo TeHepyroTh OaWH ceMiul 3a pa3, GAN 1 mapanensHi Tpanchopmepn
e(eKTUBHO MacmTaOyloThCcs Ha CydyacHOMY OOJaJHaHHI, 10 3a0e3ledye HU3bKY 3aTPUMKY s
OHJIaliH-03BYY€HHS Ta IHTEPAKTUBHUX CEPBICIB.

4. Criiikictp HaBuaHHS: Transformer-moneni noTpeOyroTh BETUKUX HAOOPIB JaHUX Ta
HaJI1HOrO BUpPIBHIOBaHHS TekcTy 3 MoBieHHsM. Panni TTS, ax Tacotron2, crpaxnanu udepes
HEeNpaBWIbHE HAJAIUTyBaHHS YBarW, L0 HPU3BOAWIO JO IPOIYCKIB ab0 IOBTOPEHb CIIB.
3anpoBa/pKeHHS MOneNi TpuBayiocTi, sk y FastSpeech i3 mpornosyBanHsSM TpuBanocTi (oHeM i
PErYISAIIE TOBKUHM, YCYHYINO 11l TPoOIeMH 1 TOKpaIIuiIo CuHTe3 MoBlieHHs [4]. Tpanchopmepu
YCIIIIHO HABYAIOTHCA 3a AOMOMOroi0 craHaaptHux ¢yHkuiii Brpar (L1/MSE ans cnexrporpam) i
3a0€31euyoTh BHUCOKY po30ipiuBicTh MoBIeHHA. GAN moTpeOyroTh TOHKOTO OajaHCy MK
TEHEepaTopoM 1 JUCKPUMIHATOPOM, 1 O3 CHeliaibHUX 3aXO[iB MOXYTh BUHUKATH apTedaxT.
Cy4acHi A0CIIKESHHS BUPIIITYIOTH 1€ Yepe3 BUKOPUCTAHHS KUIBKOX TUCKPUMIHATOPIB 1 T0IATKOBUX
¢ynkuiii Brpar (feature matching, OararomacimiTabHiI CHEKTpaibHI BTpaTH), IO IiJABHIILYE
CTaOUIBHICTh 3MarajbHOTO HABYAaHHS Ta SIKICTh 3BYKY.

5. Ponb y cucremax TTS: B cyuacaux TTS-cucremax tpancopmepun ta GAN Hepinko
MPALOIOTh CHIBHO, BUKOHYIOUH Pi3HI 3aBAaHHS. SIK mpaBuiio, TpaHchopMep BUKOPUCTOBYETHCS Ha
eTarni aKyCTHYHOTO MOJENIOBAHHS — IIEPETBOPIOE BXITHHMH TeKCT (200 (oHEeMH) y NpoMikHE
MIPEACTABICHHS (HAPUKIIAJ, Me-CrieKTporpamy) [1].

Ha ¢inansHoMy erami 3aCTOCOBY€ETHCS HEMPOHHHUI BOKOAEP, KOTPHM 4acTo MoOylnoBaHUN Ha
GAN, 111 TIepeTBOPEHHS CHEKTPOTPaMU B aydlOCHUTHANI BUCOKOi sikocTi. Takuii momisi J03BOJISIE
MOEHATH CUIIbHI CTOPOHHM 000X MiIXOAIB: TpaHc(GOpMep BiANOBITAE 32 KOHTEKCTHY 1 IPOCOAMYHY
KOPEKTHICTh MOBJIeHHs, a GAN-BOKoJiep — 32 MPUPOTHUNA TEMOp 1 HITKICTh 3BYKY. ICHYIOTh Takox
noBHicTi0 end-to-end pimeHHss Ha ocHOBI GAN, g€ BeCh TpPaKT «TEKCT—ay/lio» HaBYAETHCS
3MarajbHO. XOoda TakKi CHCTEeMH BCE€ M€ MOCTYMalThCcs MOIYIBHHM TMiAX0JaM y THYYKOCTI
HaJAIITyBaHHS, BOHU JEMOHCTPYIOTh TEPCIEKTUBHICTh 00 €IHAHHS TpaHCPOPMEPHOI yBarum Ta
GAN-renepariii B €TMHIA MOCITI.

Bupiwennsa npoonem. OcHoBHi nipodnemu TpancGopmepanx TTS — mOMUIKM BUPiBHIOBAaHHS
Ta OOMEXKEeHa KEepOBaHICTb TMPOCOMIEI0 — MOXYTh OyTH BHUpIIICHI apXIiTEeKTypHUMH Ta
QITOPUTMIYHUMH METOJAMM: EKCIUTIUTHE BUPIBHIOBAHHS MIDK TEKCTOM 1 ay/iio, 30Kpema 3
BUKOPUCTaHHSIM OKpPEMOi «BUMTENBCHKOD» MOJEN Ui OTPUMaHHS BHPIBHIOBaHb 1 HaBYaHHS
npeaukropa Tpusajocteil (ax y FastSpeech [4]), ycyBae 3amexHicTh Big HempsMoi yBaru Ta
BHUKJIFOUA€ TIPOITYCKH 1 MOBTOPH, a JIOAATKOBI BXOAM YW KEPYHOUl mapameTpu (Harp., CTHIIi30BaHi
TOKEHH, 1H(OpMaILis MpOo eMolii, May3u) MOKpalIylOTh IHTOHAIiI0, KOMIIEHCYIOUH YCEepeIHEHY
MPOCO/Ii10; ONMTHUMI30BaHI MEXaHi3MHU yBaru (MpO30pJMBa YW TUIONIMHHA) JTO3BOJISIOTH €()HEKTUBHO
MOJICTIOBATH KOHTEKCT MPH O0poOI JTOBrMX MOCIITOBHOCTEH, a JJs TeHEepaTHBHO-3MarajbHUX
MojeNied BHUKJIMKH CTaOUTBHOCTI 1 BIAMOBIAHOCTI KOHTEHTY [IOJIAIOTh OaraTopiBHEBUMH
JTMCKpUMiHaTopaMu (aHalli3 CUTHAY SIK Y YacOBiH, Tak 1 y 4acTOTHii oOmacti [2]), moeqHaHHAM 3
TpaAuUIMHUMU  QYHKIISIMH ~TIOMWJIKH Ta PO3MIMPEHHSM TPEHYBAJIBHOTO KOpImycy abo
3aCTOCYBAaHHSIM METO/IB MONEPEAHHOTO HABYAHHSA 1 IEPEHOCY 3HAHb; ATBTEPHATUBHUM PIICHHSIM €
BUKOPHUCTaHHS TUQY3IHHUX Mojeneld BOKOAEPiB, sAKi, xo4a 1 mocTymarThcss GAN 3a MIBHAKICTIO,
3a0e3MeuyloTh BHILY SKICTh 3BYKYy Ta CTaOUIBHICTh HABUAHHS, IO BiJKPHBA€E TEPCIEKTUBU
MO€THAHHS TIepeBar 000X MiIXOI1B.

Bucnosku. Tparcdopmepu 1a GAN e xirrodoBuMHE T cydacHux cuctem TTS, HaOnmkaodw
SKICTh CHHTE30BAHOTO MOBJIEHHS 10 JIOACHKOrO piBHA. Transformer 3a0esmedye MIBUIKICTS,
e(eKTHBHICTh Ta KOHTPOJb 3a mpocofiero, a GAN-BOkogepu — MPHUPOAHUNH TEMOpP 1 BHCOKY
PO3MINBHY 37aTHICTH 3BYKY. IX iHTerpaiis y riOpMIHHMX cHCTeMax J03BOJIsA€ 00'€IHATH HepeBaru
KOXKHOTO MTiJIXOAY, MPOTE 3AJIMIIAIOTHCS BUKIMKH MO0 CTAOUIBHOCTI Ta YHIBEPCAIBHOCTI, IO €
HANPSIMKOM JIJIs1 MaOYyTHIX JTOCIIIKEHb.
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Ilocmanosxka npoénemu. 31 CTPIMKMM PO3BUTKOM €IIEKTPOHHOI KOMepIii Ta
3pOCTaHHSIM KUIBKOCTI OHJIAWH-KOPHUCTYBadiB IOCTa€e IMpobiemMa peIeBaHTHOTO Mija0opy
TOBApiB i KOHKPETHOTrO crokuBada. CraHmaprHa QUIBTpaIis 3a KaTeropisMud €
Manoe(EeKTUBHOIO [IJIsi yTPUMaHHS yBaru KOpuUCTyBada. Po3B’s3aHHSIM mpoOiIeMu €
BIIPOBA/KCHHS 1HTENEKTYaJIbHOI CUCTEMH TEepPCOHATI30BaHUX PEKOMEHallid, Mo 0a3yeTbes
Ha aHaJli31 MOBEAIHKK KOPUCTyBada — iCTOPIil MepersiIiB, KIIEHTCHKI [Iii, TOMaHUX JI0 KOIIHMKA
TOBapiB Ta 3aBEPIICHHUX ITOKYTIOK.

Mema oOocniorycennsa. OCHOBHOIO METOK € po3poOka (YHKIIOHATBLHOTO BeO-
3aCTOCYHKY  IHTE€pHET-MarasuHy 3  BOYIOBaHOIO  IHTEJEKTyaJbHOIO  CHCTEMOIO
MEPCOHAITI30BAHUX PEKOMEHMAIlIN, sIKa aHali3y€e 1HAMBiAyalbHI Al KOPHCTYBadviB, 30KpeMa
ICTOpIifO TMepersAiB, MOKYNKH, yIono0aHHs Ta Yac B3a€MOJii 3 KOHTEHTOM. 3alpoIrOHOBaHA
CHUCTeMa MOBMHHA aJanTyBaTUCS /0 3MiH Yy MOBEIHII KOPUCTYBada, (OpMYyIOUH akTyajbHI
NPOMO3HUIii TOBapiB, IO BiANOBIJAIOTH IHTEpECaM KOXKHOTO KOHKPETHOTO Bi/IBiTyBaya.
OcobOnmuBa yBara TPUAUBIETBCS PO3POOIN aNTOPUTMIB TiOpHAHOTO (IUIBTPYBaHHS, SKi
MOETHYIOTh TIEpeBard  KOJAOOPAaTUBHOTO Ta KOHTCHT-OPIEHTOBAHOTO  MIAXOMIB IS
MIIBUIIEHHS TOYHOCTI peKoMeHmamii. TakoX IOCTiKY€eThCS BIUIUB TIEpPCOHAI3AIli Ha
KJTFOUOBi Oi3HEC-TTOKa3HUKH: Koe(ilieHT KOHBEpCii, cepeqHI0 TPHUBAJICTh Cecii KOpHCTyBada
Ta MOuHY neperaay [1; 2].

Mertoro € He JHIIE TEXHIYHA peami3amis IHTepHET-Mara3uHy, a i JOCIiIKEHHS
e(DEeKTUBHOCTI BIPOBA/KCHHS PEKOMEHJAIIMHOI CHCTEMH SK 1HCTPYMEHTY ITM(POBOI
TpaHchopmarlii TOPTiBii Ta MiABUIEHHS KOHKYPEHTOCIIPOMO)KHOCTI €JIeKTPOHHOI KOMEPIIii.

Pesynemamu  docnioycenna. Y  mporeci  po3poOKH  IHTEpHET-MarasuHy 3
IHTEJIEKTyaJIbHOI0 CHCTEMOIO NEPCOHAJIBHUX pEKOMEHJAliil Oyl0 BHM3HAYEHO ONTHMAaJbHI
TEXHOJIOT1{ Ta eTanu CTBOPEHHS (YHKIIIOHATBHOTO 1 3pYYHOTO JUI KOPUCTYBadya MPOrpaMHOTrO
npoaykty. [ToOynoBa apXiTeKTypH BKJIIOYA€E TaKl KIFOYOB1 KOMIOHEHTH:
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